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Abstract—One of the key performance challenges in cloud com-

puting is the problem of interference, or resource contention,

among colocated VMs. While prior work has empirically

analyzed interference for specific workloads under specific

settings, there is a need for a generic approach to estimate

application performance under any interference condition.

In this paper, we present an analytical model to estimate

performance as a function of various workload, system, and

interference conditions, including the intensity and length of

interference, for single- and multi-VM systems. Comparisons

with empirical results under various scenarios show that our

model can provide accurate latency estimations (less than

5% error). We employ our model to analyze systems under

interference, and derive useful results to aid practitioners.

1. Introduction

The cloud helps lower resource costs, provides virtually un-
limited and elastic resources, and enables a geo-distributed
presence, all of which are important for the success of
online services. Thus, many online services [1], [2] are now
provided by cloud-deployed Virtual Machines (VMs).

However, despite its many benefits, cloud computing
has its shortcomings. From the perspective of a latency-
sensitive user, one of the most significant drawbacks of the
cloud is interference. Performance interference is caused by
contention for physical resources, such as CPU or network,
among colocated VM users. Prior studies have shown that
application performance on VMs hosted on public and
private clouds can degrade by as much as 27× [3], [4],
[5] due to interference. Our own experiments, shown in
Figure 1, for a web server hosted on a private cloud under
contention, highlight the significant increase in application
response time under interference.

Prior works on interference analysis typically study ap-
plication performance under fixed workload and system con-
ditions and specific interference scenarios, as we discuss in
Section 6. However, applications often experience different
loads. Likewise, the service requirements of an application
can change over time due to, for example, upgrades and
updates to the application. Also, the size of the system, or
number of VMs employed, can change over time due to the
popularity of the application. Worse, interference itself can
occur with varying degrees of intensity and for different du-
rations. Thus, the lessons learnt from analyzing interference
under specific workload and interference conditions might
not hold true for other conditions.

As a concrete example, if resource contention for CPU
exists in a cloud environment under low application load,
it might result in negligible performance impact; on the
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Figure 1. Empirical results for increase in response time at a web server
under CPU interference as a function of the workload request rate (x-axis)
for different interference lengths; here, the length of the non-interference
phase is 5 minutes.

other hand, the same resource contention, but under heavy
application load, might result in significant performance
degradation. The increase in performance degradation as the
request rate increases in Figure 1 illustrates this problem.
Likewise, if interference only lasts for a very small time
period, it might not result in a noticeable performance
impact. However, the same interference can significantly
affect performance if it lasts for a longer time, as illustrated
by the different lines in Figure 1.

The central problem we consider in this paper is how
to model application performance under interference, es-
pecially as a function of the workload and interference
conditions. A key challenge in this modeling goal is that
performance under non-interference is not independent of

performance under interference. For example, during severe
interference, a backlog of unserviced requests is generated,
which can continue to impact performance even after inter-
ference ceases. Thus, a simple average of performance under
interference and performance under non-interference cannot
capture such dependencies, and would be inaccurate. Since
interference is a dynamic and transient phenomenon [6], our
model must track the backlog of requests to estimate the
overall performance.

In this paper, we develop a stochastic model to estimate

the impact of interference on application performance as a

function of the workload and interference. We specifically
focus on transactional workloads, such as online web ap-
plications, that are often hosted on the cloud [1], [2]. We
start by determining workload and interference character-
istics that affect application performance under interference
(Section 2). We then present a performance model that takes
these characteristics into account to estimate application re-
sponse time (Section 3). We validate our model by compar-
ing against empirical results from an OpenStack-deployed
web server under interference; our model estimates response
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(a) Impact of service rate (or peak throughput) under
interference.
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(b) Impact of ratio of time spent in interference to time spent
in non-interference.

Figure 2. Empirical results for response time as a function of different characteristics that define interference: (a) the service rate under interference, and
(b) the ratio of time spent in interference to time spent in non-interference. Workload characteristics, such as request rate, continue to affect response time.

time with less than 5% error across various workload and
interference conditions including different workload request
rates, different interference lengths, and different interfer-
ence intensities (Section 4).

Using our model, we analyze the impact of workload
and interference parameters on the performance of single-
and multi-VM applications (Section 5). Our analysis is
complementary to existing efforts that focus on interference
detection and mitigation [7], [8]. For example, we use our
model in Section 5.2 to evaluate the performance of various
scheduling policies for a cluster of VMs under interference
and assess when each policy is effective. Likewise, our
model can help identify interference parameters that have
a significant impact on system backlog. Thus, a model
that can estimate performance as a function of workload
and interference conditions can be valuable to performance
management efforts as well.

To summarize, this paper makes the following contributions:

• We examine the impact of workload and interference
characteristics on application performance.

• Based on this study, we develop an analytic model that es-
timates performance under interference. Validation against
empirical results show that our model can accurately
predict performance under different scenarios.

• Using our model, we analyze scheduling policies for a
multi-VM system under interference; our findings can
help guide the design of an interference-aware scheduler
for cloud-deployed applications.

2. Workload and Interference Characteristics

That Affect Application Performance

In order to build an interference-aware performance model,
we first study the various factors that impact application per-
formance under interference in the cloud. We then present
our model, in Section 3, that leverages these findings to
estimate performance.

2.1. Characterizing the workload

Workload characterization is a topic of research in itself.
For our purposes, we focus on high-level workload charac-
teristics that dictate the load of transactional services, such

as web applications. We borrow concepts from performance
modeling [9], [10] and characterize the workload using two
parameters: (i) the average workload request rate, and (ii)
the average service time. The former is simply the mean
arrival rate of requests at the VM, in units of req/s. The
latter is the mean time to complete a request, in seconds,
under negligible load; the inverse of average service time is
referred to as average service rate, and represents the peak
throughput of the VM.

The product of the average request rate and average
service time, which represents the rate of work coming into
the VM, can be used as a proxy for the system load [11].
Note that an increase in value of either parameter increases
the system load. Both parameters described above assume
no interference; the next subsection deals with parameters
under interference.

2.2. Characterizing interference

Interference is caused by contention among colocated VMs
for shared physical resources (such as CPU, network, and
cache [12], [13]) on the underlying host. Thus, to char-
acterize interference, we consider the dominant resource
under contention, which is the resource at the VM under
interference that is closest to saturation. The dominant re-
source can be identified either via resource usage monitoring
(at the VM) or via existing source-of-interference detection
techniques such as CRE [14] or CPI2 [15].

2.2.1. Service rate under interference

We again focus on high-level characteristics that help define
the impact of interference on application performance. The
first characteristic we consider is the intensity of interference
or resource contention; quantitatively, we define this as the
reduced service rate of the VM under interference, which is
also the peak system throughput under interference. Similar
parameters have also been used to define interference in
prior works, such as the “pressure” term in Cuanta [16] and
Bubble-Up [17].

Figure 2(a) shows the mean response time of our cloud-
deployed web server as a function of the service rate under
interference (see Section 4.1 for details of our experimental
setup). We create different interference levels here by gener-
ating CPU load on colocated VMs. We see that, from right



to left, response time increases consistently as service rate
under interference decreases.

Workload characteristics, such as request rate, continue
to affect mean response time under interference, but their
impact is amplified. In Figure 2(a), for example, response
time goes up, for a given service rate under interference,
as the request rate goes up. However, when interference
is low (right of the graph), the difference in response
time is negligible. From a queueing-theoretic perspective,
interference reduces the service rate of the VM. Thus, for
the same request rate, response time will be (non-linearly)
higher under interference than under non-interference since
the VM’s service capacity has decreased.

2.2.2. Interference length
The second parameter we consider is the duration of time
for which interference lasts. If we assume that interference
is periodic, we can also consider the ratio of the time spent
by the VM under interference to that under non-interference.

Figure 2(b) shows the mean response time of our cloud-
deployed web server as a function of the ratio of interfer-
ence to non-interference length. We see that response time
increases, somewhat sub-linearly, as this ratio increases.

Again, the impact of workload characteristics under
interference is amplified. In Figure 2(b), we see that, for a
given ratio, response time is higher for higher request rates.
However, when interference is low (left of the graph), the
difference in response time is almost negligible.

3. Analytic Model for Estimating Application

Performance Under Interference

We now present out analytic model for estimating perfor-
mance under interference. We will make use of all param-
eters introduced in Section 2 to define our model.

3.1. High-level idea

Our basic approach is to model the system as a Markov
chain, making the required Markovian assumptions. The
advantage of a Markov chain is that it can track the backlog
in the system as the VM (or server, used interchangeably)
goes in and out of interference; this is important since
interference is transient [6]. The resulting Markov chains
are complex, especially for the multi-server system case,
as we show in Section 3.4. We thus use Matrix Analytic
Methods [18] to solve the resulting Markov chains for the
distribution of number of requests in the system; this then
gives us mean response time under interference.

3.2. Model setup

We consider a system with k VMs and an average request
rate of λ req/s into the system. We assume that the k servers
are homogeneous and belong to the same tier, with a central
scheduler responsible for dispatching incoming requests to
servers (we discuss this further in Section 3.4). Denote
the average service rate under no interference by µH (H
here refers to “high”) and the average service rate under
interference by µL (L refers to “low”); we can, of course,
have multiple service rates under interference depending on
the intensity of interference, in which case we can think of

Variable Meaning

k Number of VMs

λ Request rate (req/s)

µH Service rate under no interference (req/s)

µL Service rate under interference (req/s)

1/αH Length of non-interference phase (s)

1/αL Length of interference phase (s)

TABLE 1. DESCRIPTION OF THE VARIABLES USED IN OUR MODEL.

µL as a vector. We consider interference to be periodic, with
average interference length denoted by 1/αL (in seconds)
and average non-interference length denoted by 1/αH (in
seconds). Thus, the rate of leaving the interference phase is
αL and that of leaving the non-interference phase is αH ,
for each server. That is, we consider the interference at
each VM to be an independent process; this makes sense
since VMs are often distributed in the cloud and need not
be on the same physical host, especially for large public
clouds, such as AWS and Azure, that have thousands of
physical hosts [19], [20]. The variables used in our analysis
are summarized in Table 1.

Based on the above notation, we can define system
load [11] as the ratio of average request rate to average

system service rate: λ/
(

k · µH/αH+µL/αL

1/αH+1/αL

)

. For stability,

we assume the load is less than one.
We use Markov chains to track performance as the

system moves between interference and non-interference. To
this end, we assume that the inter-arrival time and all service
times are exponentially distributed, as is common practice
when employing Markov chains [11], [18]. Further, we
assume that the time spent in the interference phase and the
non-interference phase is exponentially distributed. We refer
to the resulting Markov chains as M/M/k/int chains. While
we require these assumptions for tractability, we show, in
Section 4, that our model estimates are fairly accurate even
when such assumptions do not hold.

3.3. M/M/1/int: Markov chain for a single-server

system under interference

For a single-server system, our Markov chain tracks the
number of requests in the system, i, and the number of
servers under interference, j; note that j is either 0 or 1.
Requests at the server can either be served in a first-come-
first-server manner or via processor sharing. In case of the
former, the remaining (i − 1) requests wait in a queue.
The resulting Markov chain, with states (i, j), is shown in
Figure 3(a) for the case of a single interference intensity
resulting in service rate of µL under interference. Here, the
rate of going from (i, j) to (i + 1, j) is λ, and the rate of
going from (i + 1, j) to (i, j) is µL or µH depending on
whether the system is under interference (j = 1) or not
(j = 0). Finally, the rate of going from non-interference
to interference, or (i, 0) to (i, 1), is αH , and that of going
from interference to non-interference, or (i, 1) to (i, 0), is
αL. Note that the chain (the structure of the states and the
transitions in and out of states) repeats itself indefinitely.

We can extend this model to consider different intensities
of interference, as shown in Figure 3(b), where µL1 and
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Figure 3. Markov chain for an M/M/1 with (a) 1 level of interference, and (b) 2 levels of interference. The state space is denoted by (i, j), where i is the
number of requests at the system and j is the level of interference; j = 0 indicates no interference.

µL2 are two different service rates under interference corre-
sponding to different interference intensities. Note that we
are using j in this specific example to refer to the intensity
or level of interference, and not the number of servers under
interference. There are different rates of entering and leav-
ing these different interference intensities, along with the
possibility of going between them. Thus, the model can be
extended to handle an arbitrary range of interferences, albeit
at the cost of increased model complexity. For simplicity, we
only consider the case of a single interference.

3.4. M/M/k/int: Markov chain for a multi-server

system under interference

The multi-server case is complicated by the fact that we
now have more than 1 server (out of k) that can be under
interference. One might think that the Markov chain in
Figure 3(a) can be extended down to multiple rows to
account for the multiple servers under interference, but this
is not completely true. There are two challenges that must
be addressed before we can model a multi-server system
faithfully using Markov chains. First, how can we track

the number of requests that are at interference servers

versus not-interference servers? For example, consider the
case where we have 2 requests at the system (i = 2) and
k = 3. In this case, if only one server is under interference
(j = 1), then the 2 requests can either both be at the
2 non-interference servers, or one each at an interference
and non-interference server, respectively. Thus, the state
(i = 2, j = 1) does not provide complete information
about the system anymore for the multi-server case. Second,
how does the system decide which VM (interference versus

non-interference) to send the next incoming request to? For
example, if we are in state (i = 0, j = 1) and k = 2,
then the scheduler, or load balancer, can send the request
to the (j = 1) interference server or to the non-interference
server. While one might think the scheduler should prefer
non-interference VMs, keep in mind that the scheduler might
not be aware of the state of the VMs, especially in a public
cloud where users are not aware of the VM to host mapping,
and thus cannot predict interference [7], [12], [21]. Thus, in
the above (i = 0, j = 1) example, an interference-aware
scheduler would pick the non-interference VM for the in-
coming request, whereas an interference-oblivious scheduler
would have a 1/2 probability of picking either server.

3.4.1. 3-dimensional state space
To address the first issue, we consider a 3-dimensional state,
(i, l, j), where i and j are the number of requests in the
system and number of servers (out of k) under interference,
respectively, similar to the M/M/1/int, and l is the number
of requests at interference servers. Thus, l ≤ i and l ≤ j;
here, we assume that each server only serves one request
at a time and unassigned requests wait in a queue. Using
this state space, we can now address the k = 3 and (i =
2, j = 1) example above and define two states, (2, 0, 1) and
(2, 1, 1), to represent the cases where both jobs are at non-
interference servers or one job each is at a non-interference
and interference server, respectively. Note that l does not
always start from 0. For example, if j = k, meaning that all
servers are under interference, then l = min(i, k).

3.4.2. Scheduler-aware model
To address the second issue, we explicitly consider the
scheduling policy employed by the application in our model.
We consider three different representative scheduling poli-
cies for multi-VM systems under interference:

1) RandomSched: This is an interference-oblivious policy
that does not know which VMs are under interference.
Thus, of the available (free) y VMs, if x are under inter-
ference, the probability of routing an incoming request
to an interference VM is x/y.

2) SmartSched: This is an interference-aware policy, in-
spired by recent scheduler designs (e.g., Quasar [8] and
ICE [7]), that knows which servers are under contention.
Each incoming request is assigned to an available non-
interference VM, if it exists, else to an available interfer-
ence VM. If no VMs are available, the request is queued.

3) OptSched: This is an unrealistic but near-optimal policy
that knows which servers are under interference and can
instantaneously migrate, without any penalty, requests
from interference servers to available non-interference
servers. Thus, if a non-interference VM becomes avail-
able after serving a request, an existing request at an
interference VM is immediately migrated to it.

M/M/k/int under RandomSched:
Figure 4 shows the 2-dimensional Markov chain for the
multi-server system under interference employing the ran-
dom scheduler. The state space is denoted by (i, l, j), where

i, l, and j are as defined in Section 3.4.1. qi,l,j = j−l
k−i and
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Figure 4. Markov chain for an M/M/k/int under the random and smart schedulers. The state space is denoted by (i, l, j), where i is the number of requests
at the system, j is the number of servers under interference, and l is the number of requests at interference servers. For simplicity, in the figure, we only
show some states; however, we show all transitions into and out of states on the boundary and the generic state (i, l, j). The chain repeats for i ≥ k.

pi,l,j = 1 − qi,l,j , for i < k, are the probabilities that an
incoming request is assigned to an available interference
server and non-interference server, respectively. The chain
repeats for i ≥ k. In the non-repeating portion (i ≤ k),
we arrange all (i, l, j) states for a given i and j together
vertically, enabling a 2-dimensional chain despite the 3-
dimensional state space. Note that while the number of rows
in the repeating portion of the chain is (k+1), the number of
rows in each column of the non-repeating portion is not the
same. The 1st column has (k+1) rows, but the 2nd column
has 1·2+2·(k−1) = 2k rows, since each of the (k−1) pairs
of (i = 1, 1 < j < k) have two possibilities for l, 0 or 1.
Likewise, the 3rd column has 1·2+2·2+3·(k−3) = 3k−3
rows. Note that, in the non-repeating portion, the structure
of the Markov chain is symmetric around the mid-point in
the horizontal and vertical directions.

For transitions, consider the generic (i, l, j) state shown
at the center of Figure 4. An incoming request to this
state will be routed either to an available non-interference
server with rate λpi,l,j , thus transitioning to (i + 1, l, j),
or to an available interference server with rate λqi,l,j , thus
transitioning to (i + 1, l + 1, j). Of the i requests in the
system at (i, l, j), l of them are at interference servers, thus
departing with rate lµL to state (i−1, l−1, j), and (i− l) of
them are at non-interference servers, thus departing with rate
(i− l)µH to state (i− 1, l, j). Now, in terms of interference
striking any of the (k − j) non-interference servers, we
consider the two cases where the non-interference server
was either serving a request or not. In case of the former,
there are (i − l) such servers, assuming (i − l) ≤ (k − j),
and if interference strikes such a server, state (i, l, j) will
transition to (i, l + 1, j + 1) with rate (i − l)αH since the
request at this server will now contribute to l. In case of the
latter, the remaining (k−j−(i−l)) non-interference servers
will transition to (i, l, j + 1), each with rate αH , for a total
rate of (k− j− i+ l)αH . Finally, interference at any of the
j servers can cease, resulting in a transition to (i, l, j − 1)
with rate (j − l)αL if the server is free, or a transition to
(i, l−1, j−1) with rate lαL if the server is serving a request
(since the request at that server will no longer contribute to
l). Similarly, we can define the rates into (i, l, j).
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Figure 5. Markov chain for an M/M/k with interference under the optimal
scheduler (with instantaneous migration). The state space is denoted by
(i, j), where i is the number of requests at the system and j is the number
of servers (out of k) that are under interference.

M/M/k/int under SmartSched:

The Markov chain for the M/M/k/int under SmartSched is
exactly the same as that under RandomSched, as shown
in Figure 4, except for the pi,l,j and qi,l,j probabilities,
which can only take on values 0 or 1 under SmartSched.
Specifically, pi,l,j = 1 if (i− l) < (k− j), and 0 otherwise;
qi,l,j = 1−pi,l,j . However, we still require the same number
of states, even though some of them will not have any
λ transitions into them. For example, consider the state
(1, 1, 1) under k = 2 (top left of Figure 4). There is no
λ transition into this state for SmartSched since q0,0,1 = 0
as i < (k− j) for (0, 0, 1). Yet, we can get to (1, 1, 1) from
(1, 0, 0) with rate αH , from (1, 1, 2) with rate αL, and from
(2, 1, 1) with rate µH .

M/M/k/int under OptSched:

Figure 5 shows the 2-dimensional Markov chain for the
multi-server system under interference employing the opt
scheduler. The state space is (i, j), where i is the num-
ber of requests at the system and j is the number of
servers (out of k) that are under interference. Fortunately,
in this case, we do not need to track l, the number of
requests at non-interference servers, since, under OptSched,



Request rate, λ (req/s) →

70 80 90 100

R
e
s
p
o
n
s
e
 t

im
e
 (

m
s
) 
→

0

20

40

60

80
µ

L
=156 req/s

µ
L
=180 req/s

µ
L
=187 req/s

(a) No interference for 1/αH = 5 minutes
followed by interference for 1/αL = 3 minutes.

Request rate, λ (req/s) →

70 80 90 100

R
e
s
p
o
n
s
e
 t

im
e
 (

m
s
) 
→

0

20

40

60

80 µ
L
=156 req/s

µ
L
=180 req/s

µ
L
=187 req/s

(b) No interference for 1/αH = 3 minutes
followed by interference for 1/αL = 3 minutes.

Request rate, λ (req/s) →

70 80 90 100

R
e
s
p
o
n
s
e
 t

im
e
 (

m
s
) 
→

0

20

40

60

80

µ
L
=156 req/s

µ
L
=180 req/s

µ
L
=187 req/s

(c) No interference for 1/αH = 2 minutes
followed by interference for 1/αL = 3 minutes.

Figure 6. Model validation results: empirical (markers) versus theoretical (lines) response times as a function of request rate (λ) for various interference

service rates (µL) with an interference phase length (α−1

L
) of 3 minutes and non-interference phase length (α−1

H
) of (a) 5 minutes, (b) 3 minutes, and (c)

2 minutes. Modeling error ranges from 1.21% to 9.19% with average modeling error of 4.58%.

l = min(j, i − (k − j)) if i < (k − j), and l = 0
otherwise. This is because, at all times, requests are first
routed/migrated to the (k− j) non-interference servers, and
the remaining requests, if any, are sent to the j interference
servers. We thus drop l from the state space and denote a
state as (i, j), similar to M/M/1/int, resulting in the Markov
chain shown in Figure 5; the chain repeats for i ≥ k. Here,
the different rows illustrate the (k+1) different values that
j can take, from 0 to k, representing the number of servers
under interference. In terms of transitions, for a generic (i, j)
in the non-repeating portion (i < k), the rate to (i− 1, j) is
iµH if i < (k − j), and (k − j)µH + (i − (k − j))µL

otherwise. With rate jαL, we transition up to (i, j − 1)
and with rate (k − j)αH , we transition down to (i, j + 1).
Finally, with rate λ, we transition forward to (i+1, j). For
the repeating portion (i ≥ k), note that it is the same as
that for M/M/k/int under OptSched since, in the repeating
portion, all new requests queue up and do not have to be
immediately assigned to a server.

3.5. Solving the Markov chains

Given the complexity of the Markov chains, and the fact
that we have transitions between several states, we resort to
Matrix Analytic Methods to numerically solve the Markov
chains and derive the limiting probabilities of being in each
state; for more details, we refer the reader to [18]. After
the probabilities of each state, s, referred to as πs, have
been derived, we then compute the probability of having x
requests in the system, πx. Based on the Markov chain in
question, we have πx =

∑

i=x π(i,l,j) (for M/M/k/int under
RandomSched and SmartSched) or πx =

∑

i=x π(i,j) (for
M/M/1/int and M/M/k/int under OptSched). Note that the
probabilities for states in the repeating portion are related to
the probabilities of the states in the finite non-repeating por-
tion in a simple manner, allowing infinite sums to collapse
into simple expressions, as is typically the case under Matrix
Analytic Methods [18]. From the πx, we derive the mean
number of requests in the system, E[N ] =

∑

x x · πx; the
mean response time is then derived via Little’s Law [22] as
E[T ] = E[N ]/λ. Note that πx is the distribution of number
of requests in the system, from which the distribution of the
backlog, or queued requests, can also be obtained.

4. Model Validation

We now validate our analytical model by comparing its
response time estimates with empirical measurements ob-
tained from an experimental testbed. We also validated
our model by comparing against known results for the
M/M/k [11] when µH = µL, but we only discuss empirical
validation results here.

4.1. Experimental setup

We set up an experimental testbed in an OpenStack private
cloud with a web server VM under CPU contention, driven
by a client VM. In particular, our setup consists of two
physical hosts (Dell C6100), each with two 6-core CPUs
and 48 GB memory, which are part of a larger OpenStack
private cloud setup. The hosts are connected to a network
switch via a 1Gb Ethernet cable. On the first host, which
is our target host, we launch 4 VMs, each with 4 vCPUs
and 4GB memory. Note that the total vCPU request is 16,
which exceeds the core count of 12 on the physical host, thus
resulting in CPU oversubscription (overcommit is enabled
by default in OpenStack). One of the 4 VMs acts as the web
server, and the remaining three colocated VMs create CPU
contention. On the second host, we run a client VM which
sends requests to the web VM on the first host.

The web server VM on the first host uses the Apache
HTTP server (version 2.4) [23], along with PHP 5.5, to host
a CPU intensive php script. The remaining three colocated
VMs on this host employ the stress-ng tool [24] to create
controllable CPU contention. The client server VM uses
httperf [25] as the load generator to issue requests for the
php script at a controllable rate.

In our experiments, the inter-request time and php ser-
vice time distributions are deterministic. We create periodic
contention intervals such that the length of the contention
and non-contention intervals are deterministic with different
lengths. Note that this is different from the Markovian
assumptions in our model. In each experiment, we set a
request rate, and create alternating phases of contention and
non-contention. We log the response time of each request,
and compute the mean response time for each experiment
over its entire duration. Finally, to derive the service rate
under interference and non-interference, we run a separate
experiment where we stress the web server with increasing
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and α−1
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of the M/M/1 without interference (µL = µH ).

request rates, and record the peak throughput at which the
VM saturates. Using this methodology, we find that our
service rate under non-interference (µH ) is about 220 req/s.

4.2. Comparing empirical and model results

To validate our model, we run several experiments with dif-
ferent values of request rate (λ), length of non-interference
phase (α−1

H ), length of interference phase (α−1
L ), and con-

tention levels (that result in different µL values).
Figure 6 shows our validation results, where we compare

the model-predicted values (shown as lines) with empirical
measurements (shown as markers). For each figure, the
interference phase length is set to 3 minutes, and the request
rate is varied for different interference levels. We vary the
non-interference phase length between the figures from 5
minutes to 2 minutes. Since we have 4-vCPU VMs, in our
model we consider the request rate and service rate at each
vCPU to be one-fourth of the total request and service rate.

We see that the model-predicted mean response time
increases with (i) an increase in request rate, or (ii) an
increase in interference level (or a decrease in service
rate under interference), or (iii) a decrease in the length
of the non-interference phase. Throughout, the empirical
measurements of response time are in close agreement with
the model estimates. The average modeling error across all
experiments is 4.58%, with per-experiment error ranging
from 1.21% to 9.19%.

5. Analysis and Evaluation

In this section, we employ our model to analyze and evalu-
ate the application performance of single-server and multi-
server systems under interference. Where applicable, we
highlight important observations and derive helpful rules-
of-thumb to aid practitioners.

5.1. Analyzing a single VM under interference

It is instructive to first analyze the performance under inter-
ference for a single VM before considering multiple VMs.
Further, most of the prior work on interference focuses on a
single VM [15], [16], [17], thus motivating this subsection.

5.1.1. Impact of interference intensity
Figure 7 shows response time as a function of request rate
for different interference scenarios with µH = 100 req/s
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L
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H
) with λ = 25 req/s, µH = 100 req/s, and µL = 50 req/s.

and α−1
H = 10 minutes. For comparison, we also show the

response time under the M/M/1 without interference (black
line with markers). Starting with the solid blue line which
denotes the case of 1-minute long interference phases and a
50% reduction in service rate, we see that interference can
significantly increase response time, especially under mod-
erate to high request rates, when compared to the M/M/1
without interference. In terms of load (see Section 3.2),
the 10–50 req/s corresponds to roughly 10% – 50% load.
Response time worsens if we increase the length of the
interference phase (green dotted line) or the intensity of
interference (dashed red line). Importantly, we observe that:

Observation 1. Response time is much more sensitive to the
intensity of interference than the length of interference.

Figure 8 looks more closely at the effect of interference
and non-interference service rates on response time. Here,
λ = 25 req/s, α−1

H = 10 minutes, and α−1
L = 1 minute.

We see that response time is very sensitive to the intensity
(service rate) under interference. Further, response time
quickly increases with either a decrease in the service rate
under interference (µL) or a decrease in the non-interference
service rate (µH ).

Observation 2. Response time increases super-linearly with
a decrease in service rate under interference.

5.1.2. Impact of interference & non-interference lengths
Figure 9 looks at the effect of interference and non-
interference phase lengths. Here, λ = 25 req/s, µH = 100
req/s, and µL = 50 req/s. While response time increases
with the length of the interference phase and decreases
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with the length of the non-interference phase, we see an
interesting behavior:

Observation 3. Response time increases sub-linearly with
an increase in length of the interference phase.

Based on the above three observations, we suggest:

Rule-of-thumb 1. The intensity of interference is more
significant than its length for a single VM. Hence,
interference mitigation approaches should focus more on
reducing interference, even if it takes longer to do so.

5.1.3. Impact of rate (or frequency) of interference

Figure 10 investigates the impact of rate of interference on
response time. Here, we fix λ = 25 req/s, µH = 100 req/s,
and µL = 50 req/s, and set αH = αL. Then, we vary
αH and αL together to see the impact on response time.
Interestingly, as the rate (length) of interference increases
(decreases), the response time decreases, and approaches
the response time under an M/M/1 with service rate equal
to the average of service rates under interference and non-
interference. We summarize this finding as:

Observation 4. The ratio of length of interference and length
of non-interference is not a good metric when evaluating
performance under interference.

Thus, while Figure 2(b) in Section 2 is informative, it
will change depending on the absolute lengths. We believe
the reason behind this observation is that since response
time increases quickly under interference, the longer the
interference period, higher will be the backlog, resulting in
non-linearly higher response times.

We verify this by plotting the CDF of the backlog, or
the number of queued requests (obtained via the π estimates
determined in Section 3.5), in Figure 11. Here, we set λ =
25 req/s, µH = 100 req/s, and µL = 20 req/s; we then
fix a ratio, 0.1, of interference length to non-interference
length, and vary the non-interference length. We see that
the backlog is worse for longer lengths, despite the same
interference intensity (µL) and ratio of interference length
to non-interference length. Note that the value at x = 0
corresponds to no backlog (no queueing). Thus, a single long
interference period is worse than several shorter periods.
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Rule-of-thumb 2. Frequent but short interference periods are
less harmful than infrequent but long periods, assuming
the interference intensity is the same.

Practitioners may use this result, for example, to prefer colo-
cation with transactional workloads over batch workloads.
Note that Rules-of-thumb 1 and 2 are different – #1 focuses
on interference intensity (or µL) versus length, whereas #2
focuses on frequency of interference, given fixed intensity.

5.2. Multi-VM systems under interference

We now analyze the multi-VM M/M/k/int Markov chains
under RandomSched, SmartSched, and OptSched. Recall,
from Section 3.4.2, that RandomSched is the interference-
oblivious policy that randomly routes requests to avail-
able VMs. SmartSched is interference-aware and preferably
routes requests to available non-interference VMs. OptSched
is the unrealistic policy that is interference-aware, but can
also immediately migrate requests from interference to non-
interference VMs, when possible.

The goal of our analysis is to understand the impact
of the various factors, including the scheduling or load-
balancing policy, on application performance under inter-
ference. While interference-aware schedulers have been pro-
posed [7], [8], they are typically empirically evaluated only
under specific workload and interference conditions.

5.2.1. Impact of #VMs and request rate

Figure 12 shows response time as a function of request rate
for different values of k under all three schedulers. Here,
µH = 100 req/s, µL = 25 req/s, α−1

H = 10 mins, and

α−1
L = 1 min. The request rate range in each case is chosen

to highlight the difference in performance between policies.
In terms of load, the request rate range in Figures 12(a),
12(b), and 12(c) roughly corresponds to 0.1 – 0.3, 0.3 –
0.6, and 0.4 – 0.75, respectively.

In general, we see that the performance difference be-
tween policies is greatest under low to moderate request
rates. Specifically, the performance under RandomSched is
about 10–20% worse than OptSched at low request rates
(left of the graphs); note that the y-axis starts at 10ms
(and not 0) to better highlight the results. SmartSched is
also worse than OptSched, as expected, but the difference
is usually about 5% or so. At high request rates, the
performance under all policies starts to converge. This is
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Figure 12. Response time as a function of request rate for different k values. Here, µH = 100 req/s, µL = 25 req/s, α−1
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Figure 13. Impact of interference on the performance of multi-VM systems. Here, k = 10, λ = 400 req/s, µH = 100 req/s, and α−1

H
= 10 mins.

because, at high load, incoming requests will be queued with
high probability, thus obviating the scheduling decision. In
other words, at high request rates, workload characteristics
start dominating over the scheduling decision. Further, note
that all Markov chains are similar in the repeating portion
(i ≥ k), which is where most of the time is spent at high
load.

Likewise, we find that the difference between perfor-
mance under different policies decreases as k increases; for
k > 10, we find that the difference in performance across all
policies is typically less than 10% for the parameter values
in Figure 12. Even for the M/M/k without interference, it
is known that, for a given load, performance significantly
improves with k [11]. This is because the probability that an
incoming request finds all VMs busy decreases quickly with
an increase in k. Note that µ−1

H = 10ms is the (theoretical)
lowest achievable response time.

Observation 5. For multi-VM scheduling, the performance
gap between policies tends to decrease with an increase
in request rate and/or an increase in the number of VMs.

5.2.2. Impact of interference characteristics

Figure 13(a) shows response time as a function of in-
terference intensity (represented by the service rate under
interference, µL) for different schedulers with k = 10,
λ = 400 req/s, µH = 100 req/s, α−1

H = 10 mins, and

α−1
L = 1 min. We see that response time, and the difference

in response times, for the various schedulers increases as
interference intensity increases (right to left).

Figure 13(b) shows response time as a function of inter-
ference length (α−1

L ) for different schedulers with the same
parameters as above with µL = 25 req/s. Again, response
time, and the difference in response times, increases as the
interference length increases.

However, comparing Figures 13(a) and 13(b) (note the
difference in y-limits), we see that response time, and the
difference in response time under different schedulers, is
more sensitive to interference length than interference in-
tensity. This is in contrast to our Rule-of-thumb 1 for a
single VM. The reason for this difference in behavior under
single-VM and multi-VM is that, for multi-VM, even if the
intensity of interference is high, the probability that several

servers are simultaneously under interference is low; thus,
the impact of interference intensity across all requests in
the system is amortized. For a single VM, the probability
of being under interference is simply α−1

L /(α−1
L + α−1

H );
since there is only 1 VM, requests in the system are directly
affected by interference intensity.

Rule-of-thumb 3. For multi-VM interference-aware schedul-
ing, interference length is more critical than its intensity.

We investigate this issue further in Figure 13(c) which
shows the probability distribution of number of requests in
the system (obtained via the πs from Section 3.5). Here,
x > k = 10 implies queueing. Since SmartSched and
OptSched avoid VMs under interference, they tend to have
fewer outstanding requests, resulting in better performance.
RandomSched treats all VMs equally and thus has a worse
distribution of requests in system.

5.2.3. Evaluating interference-aware scheduling

We now investigate the improvement in performance af-
forded by interference-aware scheduling policies, such as
OptSched and SmartSched. Figures 14(a) and 14(b) show
the improvement over RandomSched for different interfer-
ence conditions with α−1

L = 2 mins and α−1
L = 8 mins,

respectively, and k = 10, λ = 200 req/s, µH = 100 req/s,
and α−1

H = 10 mins; these values were chosen to highlight
the difference in behavior between policies. We see that
both OptSched and SmartSched provide significant improve-
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Figure 14. Reduction in response time afforded by OptSched and SmartSched over RandomSched for various interference conditions. Here, k = 10 VMs.

ments over RandomSched, to the tune of 50%. However,
at high interference (lower values of µL in Figure 14(b)),
the improvements are not that great because VMs are often
under interference (since α−1

L = 8 mins) and there is less
room for improvement via interference-aware scheduling.
The improvements also decrease with an increase in request
rate and k, as mentioned in Observation 5. Based on these
figures, it might seem that OptSched, which exploits migra-
tion, does not provide significant benefits over SmartSched.

Figure 14(c) considers longer requests to highlight the
importance of migration. We keep α−1

H = 10 mins and

α−1
L = 2 mins, but vary other parameters to emulate longer

service times. We set λ = 0.04 req/s, µH = 0.02 req/s
(or, 50s request length), and µL is varied accordingly. This
time, we see that OptSched provides bigger improvements
(almost 2×) over SmartSched, suggesting that migration is
more helpful for longer requests. In summary:

Rule-of-thumb 4. Interference-aware schedulers that detect
and avoid interference can significantly improve perfor-
mance in multi-VM settings, especially under moderate
interference conditions. The ability to migrate VMs is
also beneficial, but only for longer requests.

While the above conclusion might not seem non-trivial, it
does help to further validate our model. Importantly, our
model can suggest exact parameter thresholds or conditions
under which migration and interference-aware scheduling
will be most beneficial, thus justifying their use. Finally,
our model can also be extended to analyze interference-
aware scheduling when the detection accuracy is not perfect,
which is often the case in practical settings [26], [27]. We
can model this by assigning a small probability (qi,l,j , see
Section 3.4.2) to route an incoming request to an interfer-
ence VM even if a non-interference VM is present. We can
also model the realistic case where migration incurs over-
heads [28] by incorporating setup times [29] for migration.

6. Related Work

Matrix Geometric/Analytic Methods [30], [31] are often
widely employed to analyze the performance of single-
server queues with phase-type distributions [11]. Of these,
our model is closest to queueing systems with modulated
service rates. Eisen [32] was among the first to consider
queues with modulated service, but the analysis, using Gen-
erating Functions, was limited to an M/M/1 queue with
slowdowns. In a follow-up work [33], Eisen analyzed the
M/M/1 system via difference equations.

More recently, Zhou and Gans [34] analyzed an M/M/1
queue where the service rate changes at the end of service

according to some probabilities. Mahabhashyam and Gau-
tam [35] extended this work to allow service rates to change
while in service. In our work, we focus on interference, and
extend our model to M/M/k queues with various scheduling
policies. While we employ Matrix Analytic Methods to
solve our modeled Markov chains, we believe that Gen-
erating functions (see, for example [36]) or combinatorial
techniques (that explicitly derive the rate matrix [37], [38])
could also apply. Recent works, such as RRR [39], have also
proposed techniques to solve M/M/k-based chains that have
a specific repeating structure; unfortunately, our complex
M/M/k/int chains are not amenable to such methods.

There are also prior experimental works on analyzing
interference. Cuanta [16] and Bubble-Up [17] use controlled
experiments to assess the impact of different intensities of
contention on performance; Cuanta focuses on on-chip con-
tention and Bubble-Up on memory contention. Paragon [27],
Quasar [8], and ICE [7] use machine learning to predict
interference, and then leverage their findings to design
interference-aware schedulers. CloudScope uses a discrete-
time Markov chain to track the resource usage of VMs,
and then designs an interference-aware migration scheme.
Casale et al. [40] and DIAL [41] develop simple queueing
models to estimate response time under interference, but do
not consider the transient nature of interference. While effec-
tive, the analyses in the above works do not take workload
characteristics and interference length into account.

7. Conclusion, Limitations, and Future Work

This paper presents a stochastic performance model for
cloud-deployed applications under interference. Our model
leverages Markov chains to track the system state as a
function of various workload and interference characteris-
tics, and provides estimates of request backlog and response
time. Comparisons with an OpenStack-deployed web server
under CPU contention highlight the accuracy of our model
(average error of less than 5%).

The assumption of exponentially distributed variables is
a significant limitation of our Markov chain-based modeling
approach. We will investigate Phase-type distributions as
part of future work to somewhat relax this assumption. We
will also expand our validation efforts and consider different,
possibly simultaneous, resource contentions.
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